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Types and methods of Educational Research


Types and methods of Educational Research

Classification of Education Research based on

2.1. Purpose (application of outcome):

2.1.1. Basic/Fundamental/Pure research

2.1.2. Applied/Functional research

2.1.3. Action Research

2.2. Method (steps followed):

2.2.1. Historical Research: sources of data – primary and secondary.

2.2.2. Descriptive Research: Surveys/ normative survey, causal-comparative research, correlational research, replication and secondary analysis and meta analysis.

2.2.3. Experimental Research: Pre-experimental research, True experimental research and Quasi experimental research- its importance, advantages and disadvantages.

2.3 Nature of Data: Qualitative and Quantitative

2.3.1. Qualitative Research- Historical, descriptive, ethnographic, case study, document or content analysis.

2.3.2. Quantitative Research- Experimental, survey, correlational, causal-comparative.

2.1.1 Basic/fundamental/pure research
It is basic approach which is for the sake of knowledge. Fundamental research is usually carried on in a laboratory or other sterile environment, sometimes with animals. This type of research, which has no immediate or planned application, may later result in further research of an applied nature. Basic researches involve the development of theory. It is not concerned with practical applicability and most closely resembles the laboratory conditions and controls usually associated with scientific research. It is concerned establishing generally principles of learning. 

For example, much basic research has been conducted with animals to determine principles of reinforcement and their effect on learning. Like the experiment of skinner on cats gave the principle of conditioning and reinforcement.

According to Travers, basic research is designed to add to an organized body of scientific knowledge and does not necessarily produce results of immediate practical value. 
Basic research is primarily concerned with the formulation of the theory or a contribution to the existing body of knowledge. Its major aim is to obtain and use the empirical data to formulate, expand or evaluate theory. 

This type of research draws its pattern and spirit from the physical sciences. It represents a rigorous and structured type of analysis. It employs careful sampling procedures in order to extend the findings beyond the group or situations and thus develops theories by discovering proved generalizations or principles. The main aim of basic research is the discovery of knowledge solely for the sake of knowledge. 

2.1.2 Applied/functional research: 
The second type of research which aims to solve an immediate practical problem is referred to as applied research. 

According to Travers, ―applied research is undertaken to solve an immediate practical problem and the goal of adding to scientific knowledge is secondary.
It is research performed in relation to actual problems and under the conditions in which they are found in practice. Through applied research, educators are often able to solve their problems at the appropriate level of complexity, that is, in the classroom teaching learning situations. We may depend upon basic research for the discovery of more general laws of learning, but applied research much is conducted in the order to determine how these laws operate in the classroom. 

This approach is essential if scientific changes in teaching practice are to be effected. Unless educators undertake to solve their own practical problems of this type no one else will. It should be pointed out that applied research also uses the scientific method of enquiry. We find that there is not always a sharp line of demarcation between basic and applied research. Certainly applications are made from theory to help in the solution of practical problems.
For Example , We attempt to apply the theories of learning in the classroom. On the other hand, basic research may depend upon the findings of the applied research to complete its theoretical formulations. A classroom learning experiment can throw some light on the learning theory. Furthermore, observations in the practical situations serve to test theories and may lead to the formulation of new theories. Most educational research studies are classified at the applied end of the continuum; they are more concerned with ―what  works best than with ―why.

 For example, applied research tests the principle of reinforcement to determine their effectiveness in improving learning (e.g. programmed instruction) and behaviour (e.g. behaviour modification). Applied research has most of the characteristics of fundamental research, including the use of sampling techniques and the subsequent inferences about the target population. Its purpose, however, is improving a product or a process – testing theoretical concepts in actual problem situations. Most educational research is applied research, for it attempts to develop generalizations about teaching – learning processes and instructional materials. 

This is where the teachers, clinical psychologists, school psychologists, social workers physicians, civil engineers, managers, advertising specialists and so on are found.
Many of these people receive training in doing research, and they use this knowledge for two purpose.
1. To help practitioners understand, evaluate, and use the research produced          by basic and applied researches in their own fields and, 
2. To develop a systematic way of addressing the practical problems and questions that arises as they practice their professions. 

For example, a teacher who notices that a segment of the class is not adequately motivated in science might look at the research literature on teaching science and then systematically try some of the findings suggested by the research. 
2.1.3 Action research
Action research is focused on immediate applications. Research designed to uncover effective ways of dealing with problems in the real world can be referred to as action research. The value of action research is confined primarily to those who are conducting it.

Firstly, findings of action research  have direct application to real world problems. 
Second, elements of both quantitative and qualitative approaches can be found in the study. For example, quantitative measure of weight, height, and cognitive skills were obtained in this study. However, at the start itself from the personal impressions and observations without the benefit of systematic quantitative data, the researches was able to say that the mother in the nursery centre showed some unexpected vocational aspirations to become nurses. 

Third, treatments and methods that are investigated are flexible and might change during the study in response to the results as they are obtained. Thus, action research is more systematic and empirical than some other approaches to innovation and change, but it does not lead to careful controlled scientific experiments that are generalizable to a wide variety of situations and settings. 

The purpose of action research is to solve classroom problems through the application of scientific methods. It is concerned with a local problem and is conducted in a local setting. It is not concerned with whether the results are generalizable to any other setting and is not characterized by the same kind of control evidence in other categories of research. The primary goal of action research is the solution of a given problem, not contribution to science.

According to Backwell, Research concerned with school problems carried on by  school personnel to improve school practice is action research.
Characteristics of Action Research

1. It is a process for studying practical problems of education 

2. It is a scientific procedure for finding out a practical solution of current problem

3. The practitioner can study only his problem

4. The individual and group problems are studied by action research

5. It does not contribute to the fund of theoretical knowledge

Objectives of Action Research

1. To improve the working condition of school plant

2. To bring excellence in school workers

3. To develop ability and understanding among administrator to improve and modify the  school condition and make it more conducive to learning

4. To make the school environment healthy for student learning

Steps of action research
Action research is undertaken to enable teachers and school administrators to solve their professional problems immediately as and when they arise on the basis of their own research. It is oriented towards the efficient  and smooth working of the school system.
1. Identify the problem

It is the more important step in action research because only when a professional becomes conscious of the presence of a problem, he feel the need to find the solution for it. For this the teacher should be objective and practical  in his approach.

Sources of problem in action research are:

1. Problems concerning teaching

2. Problems concerning examination

3. Problems concerning extra-curricular activities

4. Problems concerning administration and organization of the institution

Problem should be real and related to the research worker’s field of authority so that the sphere of the problem should be  neither so vast nor too narrow. The problem should also be such that there is a  need for its solution and it must also permit objective analysis.

2. Analyze the problem to define and delimit it

After identifying the problem it should be analysed in its various aspects. This analysis will lead to exact definition of the problem and make the problem definite. Definition of the problem should be in limited words. By defining the problem we can specify the action and goal of the action research. Delimiting means to localize the problem in terms of class, subject, group and period/person etc. in which the teacher perceives the problem.
3. Analysing the causes of the problem

After the problem has been defined the action research makes an attempt to search for the causes of  the problem, i.e., the causes of the problem are  analysed with the help of same evidences. The nature of the causes is also analysed whether it is under the control or beyond the control of an investigator. The relation between the stated reasons and the problem should be well established. The causes should be verifiable, specific and authentic. 

4. Formulating action hypothesis

Action hypothesis refers to a certain tentative assumption or assumptions that point to the possible solution of the problem. Formulating a hypothesis bring clarity and definiteness to the work of action research. The statement of the action hypothesis consists of two aspects, i.e., action and goal. So action hypothesis gives an idea of the procedure to be adopted for reaching the goal.
5. Design for testing action hypothesis.
A design is developed for testing the action hypothesis. Research design for action hypothesis involves the following aspects:

1. Description of activities and procedure for getting evidences or collecting data.

2. An outline of sources or tools or means to execute the design

3. Time required to finalize the action and complete procedures

The design if action research is flexible and can be designed at any time according to the convenience of the researcher.

6. Conclusion of Action Research
The accepting or rejecting the action hypothesis lead to draw same conclusion. The conclusions are useful in modifying and improving the current practices of school and classroom teaching.
Advantages of Action Research 
1. Immediate solution for the problem
2. Improve confidence of teachers

3. Action research helps teachers focus on one aspect of their practice they would like to improve.
4. Helps in professional growth of teachers
Limitations of Action Research 
1. It is an unduly localized research effort.
2. It may become an additional burden on an already overburdened teacher.

3. Because of numerous limitations, it may produce wrong and unverifiable conclusions.
4. It is poor quality research with sub-standard methods, procedures, techniques and tools.

5. Participating teacher lacks in training and expertise.

6. The generalizations cannot acquire universal validity.
7. The applicability of findings to another class and another school is quite doubtful.

Comparison among Fundamental Research, Action Research and Applied Research

	
	Fundamental Research
	Action Research
	Applied Research

	Purpose
	Contribution to the new knowledge in the form of new theory, facts and truth.
	It is concerned with the improvement in school and class room teaching practices.
	Application of finding of Basic research to particular field. Determine empirical relationships and analytical generalisation within a given field.

	Investigator
	Should be an expert in the concerned field and should have a post graduate degree in the subject.
	May be teacher, principal or administrators, who must be associated with the problem. No specific academic qualification is needed.
	Should have post graduate degree in the subject.

	Problem

(scope)
	Board and related to the board field of education
	Form of problem is narrow. It should be a local practical problem.
	Board and it is related to testing of usefulness of scientific theories within a given field.

	Approval
	The problem may be selected by the researcher but it is approved by the external experts.
	The problem is selected and finalised by the researcher. No external approval is needed.
	Should be approved by the external experts.

	Hypothesis
	Hypothesis is formulated on the basis of same rationale and it is not essential in all type of research.
	Hypothesis are formulated on the basis of causes of the problem
	on the basis of same rationale relationships and Hypothesis is compulsory for applied research.

	Design
	Are rigid and cannot be changed
	Is flexible and can be changed
	Is rigid and cannot be changed

	sampling
	Probability sampling
	Non- Probability sampling
	Probability sampling

	Data collection
	Standardised tests are used
	Teacher made tests and observation of researcher are used
	Standardised tools and techniques are used.

	analysis
	Parametric statistical techniques are used
	Simple statistical techniques like mean, median, mode, SD etc.
	Both parametric and non parametric techniques

	Conclusion
	Are in the form of same generalisation  which may be a new theory, or new factor or truth
	Are drawn about the solutions of the problem which are in the form of  remedial measures
	Are drawn about the application of some theories to a new condition and generalisation is possible.


According to the method of study, it is classified into historical, descriptive and experimental research
2.2.1  Historical Research

History is a meaningful and an organised record of past events. It is not merely a list of events arranged chronologically, but a valid integrated account of social, cultural, economic and political forces that had operated simultaneously to produce a historical event. 
“Historical research deals with the past experiences… Its aim is to apply the method of reflective thinking of social problems, still unsolved, by means of discovery of past trends of event, fact and attitude. It traces lines of developments in human thought and action in order to reach some basis for social activity.”

Historical research attempts to establish facts so as to arrive at conclusions concerning past events. This is usually accompanied by an interpretation of these events and of their relevance to present circumstances and what might happen in the future. The main purpose of historical research, therefore, is to arrive at an accurate account of the past so as to gain a clearer perspective of the present. This knowledge enables us at least partially to predict and control our future existence. 

Historical research, as any other type of research, includes the delimitations of a problem, formulating hypotheses or tentative generalizations, gathering and analysing data, and arriving at conclusions or generalizations based upon deductive-inductive reasoning.

Purposes or scope of Historical Research

Purpose of  historical research in the field of Education are:
1. To gain a clear perspective of the past and the present. The present problems are understandable only on the basis of their past.
2. The most common motive is to arrive at an accurate account of the past.
3. To study about the history of education helps  to recognise the weakness of the educational system.
4. It helps in avoiding mistakes of the past.

5. It enables us to understand the dynamics of educational change.

6. It develops understanding of the deep-rooted causes of the present day educational problems.

7. It helps to remove educational prejudices, misconceptions, fads and frills.

8. It is a necessary foundation for any educational reform.

Characteristics of Historic Research

These are as follows:

1. It is not a mere accumulation of facts 
2. It is a flowing, vibrant report of past events, which involves an analysis and exclamations of these occurrences with the objective of recapturing the nuances, personalities and ideas that influenced these events.

3. It deals with discovery of data that already exists and does not involve creation of data using structured tools.

4. It is analytical in that it uses logical induction.

5. It has a variety of foci such as issues, events, movements and concepts.

6. It records and evaluates the accomplishments of individuals, agencies or institutions.

Approaches of historical research
There are two approaches of historical researches - Perspective and Retrospective approach.
1. Perspective Approach : To study the events from the past towards present.

2. Retrospective Approach: To study the events of present and proceed to past events.

The first approach is ancient approach while the second is a recent one.
Types of Historical Research
 Historical studies that could be conducted with profit to the field of education may include the following:

1. Bibliographic Research 

Bibliographic research aims at determining and presenting truthfully the important facts about the life, character and achievements of important educators. In Indian context one may study the contributions of Gandhiji, Tagore and other leading educationists and their influence on current educational practice and thought.

2. Legal Research

Legal research is of immense value and interest to educational administrators. It aims to study the legal basis of educational institutions run by different religions and castes, relation between central and state governments with regard to education, legal status of teachers and students, administration of private aided schools, school finance, participation of students in the administration of universities, etc. Legal research needs special training in the field of law, and any one without training is not competent to do this type of research.

3. Studying the History of Ideas

Studying the history of ideas involves the tracing of major philosophical or scientific thoughts from their origins through their different stages of development. It also aims at tracing of changes in popular thoughts and attitudes over a given period of time. The evolution of current concepts like team teaching, the problem-solving approach, mastery-learning approach, etc. provide important topics of historical research.

4. Studying the History of Institutions and Organizations

Studying the history of some prominent schools, universities and other educational institutions also provide numerous problems for significant historical research. When studying such history, the same general method applies as for the study of an educator’s life. In India for example, one may study the history of the growth and development of VishwaBharati University.

Steps in historical research 
Since most historical studies are largely qualitative in nature, the search for sources of data, evaluating, analyzing, synthesizing and summarizing information and interpreting the findings may not always be discreet, separate, sequential steps i.e. the sequence of steps in historical research is flexible. The essential steps involved in conducting a historical research are as follows: 

1. Identify a Topic and Define the Problem 
According to Borg, “In historical research, it is especially important that the student carefully defines his problem and appraises its appropriateness before committing himself too fully. 
The selection of a topic in historical research depends on several personal factors of the researcher such as his/her motivation, interest, historical knowledge and curiosity, ability to interpret historical facts and so on. 
2. Formulation of hypothesis

The topic selected should be defined in terms of the types of written materials and other resources available to you. This should be followed by formulating a specific and testable hypothesis. This will provide a clear focus and direction to data collection, analysis and interpretation. i.e. it provides a structure to the study. Without hypotheses, historical research often becomes little more than an aimless gathering of facts. 
The historians gathers evidence and carefully evaluates its trustworthiness. If the evidence is  compatible with the consequences of hypothesis, it is confirmed.  If the evidence is  not compatible, or negative,  the  hypothesis is not confirmed.  It is through such synthesis that historical generalizations are established.
3.  Search for Sources of Data / Data collection
Historical research is not empirical in that it does not include direct observation of events or persons. Here, the researcher interprets past events on the basis of traces they have left. He uses the evidence of past acts and thoughts. Thus, through investigator does not use his own observation but on other people’s observations. The researcher’s job here is to test the truthfulness of the reports of other people’s observations. These observations are obtained from several sources of historical data. 
Sources of Historical Data These sources are broadly classified into two types: 
a. Primary sources

b. Secondary sources

Primary Sources: a primary data source is that one who … was present at the events of which he tells. They have a direct physical relationship to the event being studied. Examples of primary sources include new paper report, letters, public documents, court decisions, personal diaries, autobiographies, artifacts and eyewitness’s verbal accounts.
 These primary sources of educational data can be divided into three broad categories as follows: 
1. Relics or remains: The remains of a given historical period. These could include teaching materials. Equipment, textbooks, examinations, samples of students works, photographs, coins, tools, furniture, buildings and pieces of art and culture. Most of these remains provide non-verbal information. 
2.  Official records and Other documentary materials: This category include records and reports of legislative bodies and state department of public instruction, principals, deans, department heads, educational committees, examinations etc.
3. Oral Testimony: It is the spoken account of a witness of, or participant in, an event. This evidence is obtained in a personal interview and may be recorded or transcribed as the witness relates his or her experiences. This includes interviews with administrators, teachers and other school employees, students and relatives etc.
Secondary Sources: A secondary source is one in which witnessed by the reporter i.e. the person describing the event was not actually present but who obtained his descriptions or narrations from another person or source. This another person may or may not be a primary source. Secondary sources, thus, do not have a direct physical relationship with the event being studies. They include data which are not original. Examples of secondary sources include textbooks, biographies, encyclopedias, reference books, replicas of art objects and paintings and so on. 
It is possible that secondary sources contain errors due to passing of information from one source to another. These errors could get multiplied when the information passes through many sources thereby resulting in an error of great magnitude in the final data. Thus, wherever possible, the researcher should try to use primary sources of data. 
4. Evaluation of the Historical Sources 
The data of historical sources is subject to two types of evaluation. These two types are: (i) external evaluation or criticism and (ii) internal evaluation or criticism. 
 (i) External Criticism of Data: 

External criticism establishes the authenticity or genuineness of data.This is sometimes also known as lower criticism of data. External criticism regards the issue of authenticity of the data from the psychological attitude of the researcher in that it is primarily concerned with the question, is the source of data genuine?.External criticism is aimed at answering questions about the nature of the historical source such as who wrote it? Where? When? Under which circumstances? Is it original? Is it genuine? and so on. 
ii) Internal Criticism of Data : Having established the authenticity of the source of historical data, the researcher now focuses his attention on the accuracy and wroth of the data contained in the document. Internal criticism is concerned with the meaning of the written material. It is also known as higher criticism of data. 
5. Analysis, Synthesis, Summarizing and Interpretation of Data 
Before beginning historical research, the researcher should have a specific and systematic plan for the acquisition, organization, storage and retrieval of the data. Once the researcher establishes the validity and authenticity of data, interpretation of the facts in the light of the topic of research is necessary. 
The researcher needs to be aware of his/her biases, values, prejudices and interest as these could influence the analysis and interpretation of the data as well as the perceptions of the researcher. He needs to make sense out of the multitude of data gathered which generally involves a synthesis of data in relation to a hypothesis or question or theory rather than mere accumulation or summarization. In doing so, he / she should avoid biases and unduly projecting his / her own personality onto the data. 
6.  Writing the Research Report : 
 In a historical research, data collection is flexible. Research reports should be written in a dignified and objective style. However the historian is permitted a little more freedom in reporting. Thus reports of historical research have no standard formats. The presentation of data analysis, interpretations and the findings depend on the nature of the problem. There are several board ways of reporting historical investigation as follows : 
i) The researcher can report the historical facts as answers to different research questions. Answer to each question could be reported in a separate chapter.
ii) Researcher can present the facts in a chronological order with each chapter pertaining to a specific historical period chronologically. 
iii)  Report can also written in a thematic manner where each chapter deals with a specific theme / topic.
iv)  Chapters could also deal with each state of India or each district of an Indian state separately. 
v)  Chapter could also pertain to specific historical persons separately. 
vi)  The researcher can also combine two or more of these approaches while writing the research report.
 In addition, the report should contain a chapter each on introduction, methodology, review of related literature, findings, the researcher’s interpretations and reflections on the interpretative process. 
Advantages of historical research
1. It enables us to understand how and why educational theories and practices developed

2. It throws light on present trends and can help in predicting future trends

Limitations of Historical Research 

The following are the limitations of historical method:

1. Interpretation of historical sources may be biased.

2. Interpretation of historical sources is very time consuming.

3. Computerized analysis of the content in the documents could be costly. In order to analyse quantitatively, programmes may be required which could take large blocks of computer core time and make analysis much more expensive than standard statistical procedures used in evaluating survey data.

4. The sources of historical materials may well be problematic.

5. Due to the lack of control over external variables, historical research is very weak with regard to the demands of internal validity.
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

2.2.2 Descriptive Research
Descriptive research deals with  the relationships with the variables, the testing of hypothesis, and the development of generalizations, principles or theories that have universal validity. The expectations is that if variable A is systematically associated with variable B, prediction of future phenomena may be possible and the results may suggest additional or competing hypothesis to test. 
The descriptive research attempts to describe, explain and interpret conditions of the present i.e. ―what is‘. The purpose of a descriptive research is to examine a phenomenon that is occurring at a specific place and time. A descriptive research is concerned with conditions, practices, structures, differences or relationships that exist, opinions held, processes that are going on or trends that are evident. 

Types of Descriptive Research Methods 
Following are the descriptive research methods.

I. Surveys/ Normative survey/descriptive survey
II.  Causal-comparative research (Ex-Post-Facto Research)
III. Correlational research

IV. Replication 
V. secondary analysis and 

VI. Meta analysis.

Survey

The word ‘survey’ has been derived from the words ‘sur’ or ‘sor’ and ‘veeir’ or ‘veior’ which means ‘over’ and ‘see’ respectively. Survey research is sometimes called descriptive survey. Survey research collects information regarding the existing conditions. Survey usually represents normal or typical conditions. So it is also called normative survey. 

Normative survey deals with ‘‘what is” ? Its scope is very vast. It describes and interprets what exists at present. In a normative survey we are concerned with conditions or relationships that exist, practices that prevail, beliefs, points of view or attitudes that are held, processes that are going on, influences that are being felt, and trends that are developing etc.
 The survey method gathers data from a relatively large number of cases at a particular time. It is not concerned with characteristics of individuals as individuals. It is concerned with the generalized statistics that result when data are abstracted from a number of individual cases. Surveys are conducted to collect detailed descriptions about the existing phenomenon. It is used to justify the present conditions or to make ideas to improve the present conditions .

Surveys aim is not only to analyse, interpret or report the status of the given institutions, group or area but also help them to improve their status by comparing them with established standards. In survey method research participants answers questions administrated through interviews or questionnaires. The survey has to be both reliable and valid. It is important that the questions are constructed properly. It must be accurate and clear.

Surveys conducted in educational research are commonly undertaken  as efforts to determine the nature of the physical conditions related to education. Sometimes surveys are made of  the behavior of teachers or pupils. A further type of survey attempts to establish the achievements of pupils.
Purpose and uses of survey method
The following are the main purposes and uses of survey methods of research:

1. Although the major purpose of survey method in research is to tell ‘‘what is”? i.e., to describe the problem or phenomenon, 
2. surveys go beyond a mere description of the existing situation. For example, the survey dealing with curriculum courses help us in obtaining information not only about the strength and weaknesses of the current curriculum but also can elicit recommendations for change.

3. Descriptive surveys, or normative surveys are often carried out as preliminary step to be followed by researcher employing more vigorous control and more objective methods. 
4. Descriptive surveys or studies also serve as direct sources of valuable knowledge concerning human behaviour. 
5. Descriptive studies are helpful for us in planning various educational programmes, school census etc.

6. The most universal application of the descriptive method is  educational planning. 
7. School surveys are conducted to help, solve the problems of various aspects of school i.e. school plants, school maintenance, teaching staff, curriculum, teaching methods, learning objectives and the like.

Information which the survey methods collect
The survey methods of survey studies collect the following three types of informations

The information are:

1. of what exists,

2. of what we want, and

3. of how to get there.

The information of what exists is gathered by studying and analyzing important aspects of present situation.

The information of what we want, is obtained by clarifying goods, goals, and objectives possibly through a study of the conditions existing else where or what experts consider to be desirable.

The Information of how to get these are collected through discovering the possible means of achieving the goals on the basis of the experiences of others or of opinions of experts.

Characteristics of the Survey Method

The following are the main characteristics of the survey method of research:

1. The survey method gathers data from a relatively large number of cases at a particular time.

2. It is essentially cross-sectional.

3. It is not concerned with the characteristics of individuals.

4. It involves clearly defined problem.

5. It requires experts imaginative planning.

6. It Involves definite objectives.

7. It requires careful analysis and interpretation of the data gathered.

8. It requires logical and skilful reporting of the findings.

9. Surveys vary greatly in complexity.

10. It does not seek to develop an organised body of scientific principles.

11. It provides information ‘useful to the solution of local problems.

12. It contributes to the advancement of knowledge because affords penetrating insight into the nature of what one is dealing with.

13. It suggests the course of future developments.

14. It determines the present trends and solves current problems.

15. It helps in fashioning many tools with which we do the research.
Types of survey studies
Survey studies are of three types:

1. Exploratory survey: used to explore something.
2. Analytical survey: It studies or analyses the relationship between two variables.
3. Evaluation survey: mainly used to find out results of the programme.
Steps in survey method
The steps in survey method are given below:

1. Identification and specification of problem and definition of problem

2. Review of related literature

3. Formulation of objectives

4. Formulation of hypothesis

5. Data collection

6. Analysis of data

7. Interpretation of data

8. Findings, conclusions and suggestions

Causal – Comparative Research/ Ex-Post-Facto Research
Causal-comparative research is an attempt to identify a causative relationship between an

independent variable and a dependent variable. The relationship between the independent variable and dependent variable is usually a suggested relationship (not proven) because the researcher do not have complete control over the independent variable. The Causal Comparative method seeks to establish causal relationships between events and circumstances. 
The causal-comparative research is also known as Ex-Post-Facto research because, Causal-comparative research scrutinizes the relationship among variables in studies in which the independent variable has already occurred, thus making the study descriptive rather than experimental in nature. Because the independent variable (the variable for which the researcher wants to suggest causation) has already been completed (e.g., two reading methods used by a school ), the researcher has no control over it. That is, the researcher cannot assign subjects or teachers or determine the means of implementation or even verify proper implementation. 
Sometimes the variable either cannot be manipulated (e.g., gender) or should not be manipulated (e.g., who smokes cigarettes or how many they smoke). Still, the relationship of the independent variable on one or more dependent variables is measured and implications of possible causation are used to draw conclusions about the results. 
In this type of research investigators attempt to determine the cause or consequences of differences that already exist between or among groups of individuals. Used, particularly in the behavioral sciences. In education, because it is impossible, impracticable, or unthinkable to manipulate such variables as aptitude, intelligence, personality traits, cultural deprivation, teacher competence, and some variables that might present an unacceptable threat to human beings, this method will continue to be used.
The Nature of Causal-Comparative Research

A common design in educational research studies, Causal-comparative research, seeks to identify associations among variables. Relationships can be identified in causal-comparative study, but causation cannot be fully established. Attempts to determine cause and effect. It is not as powerful as experimental designs Causal-comparative research attempts to determine the cause or consequences of differences that already exist between or among groups of individuals. Alleged cause and effect have already occurred and are being examined after the fact. 

The basic causal- comparative approach is to begin with a noted difference between two groups and then to look for possible causes for, or consequences of, this difference. Used when independent variables cannot or should not be examined using controlled experiments. When an experiment would take a considerable length of time and be quite costly to conduct, a causal-comparative study is sometimes used as an alternative.

Main Purpose of Causal - Comparative Research:

1. Exploration of Effects

2. Exploration of Causes

3. Exploration of Consequences

Causal Comparative Research Procedure

Experimental, quasi-experimental, and causal-comparative research methods are frequently

studied together because they all try to show cause and effect relationships among two or more variables. To conduct cause and effect research, one variable(s) is considered the causal or independent variable and Causal comparative research attempts to attribute a change in the effect variable(s) when the causal variable(s) cannot be manipulated.
 For example: if you wanted to study the effect of socioeconomic variables such as sex, race, ethnicity, or income on academic achievement, you might identify two existing groups of students: one group – high achievers; second group – low achievers. You then would study the differences of the two groups as related to socioeconomic variables that already occurred or exist as the reason for the difference in the achievement between the two groups. To establish a cause effect relationship in this type of research you have to build a strongly persuasive logical argument. Because it deals with variables that have already occurred or exist, causal-comparative research is also referred to as ex post facto research . The most common statistical techniques used in causal comparative research are analysis of variance and t- tests where in significant differences in the means of some measure (i.e. achievement) are compared between or among two or more groups.
Design of causal- comparative research 
The researcher selects two groups of participants, the experimental and control groups, but more accurately referred to as comparison groups. Groups may differ in two ways. One group possesses a characteristic that the other does not. Each group has the characteristic, but to differing degrees or amounts.

Types of Causal-Comparative Research Designs 
There are two types of causal- comparative research designs: 

Prospective causal-comparative research: It occurs when a researcher initiates a study beginning with the causes and is determined to investigate the effects of a condition. 
Retrospective causal-comparative research: It requires that a researcher begins investigating a particular question when the effects have already occurred and the researcher attempts to determine whether one variable may have influenced another variable.
By far, retrospective causal-comparative research designs are much more common than prospective causal-comparative designs (Gay et al., 2006).

Basic Characteristics of Causal-comparative research
1. Attempts to determine reasons, or causes, for the existing condition
2. Involve two or more group variables
3. Attempt to identify cause-effect relationships; correlational studies do not

4. Involve making comparison
5. Individuals are not randomly selected and assigned to two or more groups

6. Less costly and time consuming

7. Typically involve two (or more) groups and one independent variable, whereas

correlational studies typically involve two or more variables and one group

8. Involves comparison of two or more groups.

Examples of Variables Investigated In Causal-Comparative Research

1. Ability variables (achievement)

2. Family-related variables 
3. Organismic variables (age, ethnicity, sex)

4. Personality variables (self-concept)

5. School related variables (type of school, size of school)

Steps for Conducting a Causal-comparative Research

1.  Select a Topic

To focus on the problem that investigator needs to study. They not only need to find out a problem , they also need to determine , analyse and define the problem which they will be dealing with.

2.  Review of Literature

Literature Review Before trying to predict the causal relationships , the researcher needs to study all the related or similar literature and relevant studies, which may help in further analysis, prediction and conclusion of the causal relationship between the variables under study.

3.  Develop a Research Hypothesis

To propose the possible solutions or alternatives that might have led to the effect. They need to list out the assumptions which will be the basis of the hypothesis and procedure of the research.

4.  Select Participants

The important thing in selecting a sample for a causal-comparative study is to define carefully the characteristic to be studied and then to select groups that differ in this characteristic.

5. Select tools to Measure Variables and Collecting Data

Causal- comparative research requires that researcher selects tools that are reliable and allow researchers to draw valid conclusions . They also need to select the scale or construct instrument for collecting the required information / data.
6. Analyze and interpret results 
Since casual-comparative research cannot definitively determine that one variable has caused something to occur, researchers should instead report the findings of causal comparative studies as a possible effect or possible cause of an occurrence.
The value of causal-comparative research:
 In a large majority of educational research especially in the fields of sociology of education and educational psychology, it is not possible to manipulate independent variables due to ethical considerations especially when one is dealing with variables such as anxiety, intelligence, home environment, teacher personality, negative reinforcement, equality of opportunity and so on. It is also not possible to control such variables as in an experimental research. For studying such topics and their influence on students, causal-comparative method is the most appropriate.

Limitations of Use

1. There must be a “pre existing” independent variable, like years of study, gender, age, etc

2. Lack of randomization , manipulation and control factors make it difficult to establish

 
cause-effect relationships with any degree of confidence.

Correlational Research 

Correlational research describes what exists at the moment (conditions, practices, processes, structures etc.) and is therefore, classified as a type of descriptive method. Nevertheless, these conditions, practices, processes or structures described are markedly different from the way they are usually described in a survey or an observational study.
 Correlational research comprises of collecting data to determine whether, and to what extent, a relationship exists between two or more quantifiable variables. Correlational research uses numerical data to explore relationships between two or more variables. The degree of relationship is expressed in terms of a coefficient of correlation. 

If the relationship exists between variables, it implies that scores on one variable are associated with or vary with the scores on another variable. The exploration of relationship of the relationship between variables provides insight into the nature of the variables themselves as well as an understanding of their relationships. If the relationships are substantial and consistent, they enable a researcher to make predictions about the variables. 

Correlational research is aimed at determining the nature, degree and direction of relationships between variables or using these relationships to make predictions. Correlational studies typically investigate a number of variables expected to be related to a major, complex variable. Those variables which are not found to be related to this major, complex variable are omitted from further analysis. On the other hand, those variables which are found to be related to this major, complex variable are further analysed in a causal-comparative or experimental study so as to determine the exact nature of the relationship between them. 

In a correlational study, hypotheses or research questions are stated at the beginning of the study. The null hypotheses are often used in a correlational study. Correlational study does not specify cause-and-effect relationships between variables under consideration. It merely specifies concomitant variations in the scores on the variables. For example, there is a strong relationship between students‘ scores on academic achievement in Mathematics and their scores on academic achievement in Science. This does not suggest that one of these variables is the cause and the other is the effect. In fact, a third variable, viz., students‘ intelligence could be the cause of students‘ academic achievement in both, Mathematics and Science. 

The purpose of correlational research is:
1. To identify variables that related to one each other

2. To make predictions of one variable from another variable

3. To examine possible cause and effect relationships between one variable and another

Correlational research is of the following two types: 

1. Relationship Studies: These attempt to gain insight into variables that are related to complex variables such as academic performance, self-concept, stress, achievement motivation or creativity. 

2. Prediction Studies: These are conducted to facilitate decisions about individuals or to aid in various types of selection. They are also conducted to determine predictive validity of measuring tools as well as to test variables hypothesized to be predictors of a criterion variable. 

Steps of a Correlational Research 

1.  Selection of a Problem: 

Correlational study is designed (a) to determine whether and how a set of variables are related, or (b) to test the hypothesis of expected relationship between among the set of two or more variables. The variables to be included in the study need to be selected on the basis of a sound theory or prior research or observation and experience. There has to be some logical connection between the variables so as to make interpretations of the findings of the study more meaningful, valid and scientific. A correlational study is not done just to find out what exists: it is done for the ultimate purpose of explanation and prediction of phenomena. If a correlational study is done just to find out what exists, it is usually known as a shot gun‘ approach and the findings of such a study are very difficult to interpret. 
2. Review of related literature

3. Formulation of Objectives

4. Formulation of hypothese
5. Selection of the Sample and the Tools:

 The minimum acceptable sample size should be 30, as statistically, it is regarded as a large sample. The sample is generally selected using one of the acceptable sampling methods. If the validity and the reliability of the variables to be studied are low, the measurement error is likely to be high and hence the sample size should be large. Thus it is necessary to ensure that valid and reliable tools are used for the purpose of collecting the data. Moreover, suppose you are studying the relationship between classroom environment and academic achievement of students. If your tool measuring classroom environment focuses only on the physical aspects of the classroom and not its psycho-social aspects, then your findings would indicate a relationship only between academic achievement of students and the physical aspects of the classroom environment and not the entire classroom environment since the physical aspects of the classroom environment is not the only comprehensive and reliable measure of classroom environment. Thus the measurement instruments should be valid and reliable. 

6.  Design and Procedure: 

The basic design of a correlational study is simple. It requires scores obtained on two or more variables from each unit of the sample and the correlation coefficient between the paired scores is computed which indicates the degree and direction of the relationship between variables. 

7.  Interpretation of the Findings: 

In a study designed to explore or test hypothesized relationships, a correlation coefficient is interpreted in terms of its statistical significance. 

Advantages of Correlational Research
1. Correlational research is particularly useful in tackling the problems of education and social sciences because it allows for the measurement of a number of variables and their relationships simultaneously.
2. To study magnitude of relationships

3. The experimental approach, by contrast, is characterized by the manipulation of a single variable and is thus appropriate for dealing with problems where simple causal relationship exist.

Limitations of Correlational Research:
1. Correlational research only identifies what goes with what—it only implies concomitance and therefore does not necessarily establish cause-and-effect relationships.

2. It is less rigorous than the experimental approach because it exercises less control over the independent variables. It is prone to identify spurious relation patterns. It adopts an atomistic approach.

Replication 
Replication, a combination of the terms repetition and duplication, is an important method of challenging or verifying the conclusions of a previous study. Using different subjects at a different time and in a different setting and arriving at conclusions that are consistent with those of the previous study more confidence in its validity. Replication is essential to the development and verification of new generalisations and theories.

Meta analysis 

 The term  meta-analysis   was coined by Gene V.Glass, who was the first modern statistician to formalize the use of the term meta-analysis. For real progressing education, Glass pointed out that, three types of analyses will be necessary: Primary analyses, secondary analyses, and meta-analyses.

Primary analysis is the original treatment of data in a research study, usually carried out under the direction of those who designed the study.

Secondary analysis is the reanalysis of data for the purpose of answering the original research questions with better statistical techniques. Secondary analysis is carried out by individuals who have access to the original study data, but most often the secondary analyst is someone not involved in the design of the original study. Many researchers use data from the available data archives (either in the form of documents or survey results and code books) for secondary analysis. 
Secondary analysis is the analysis of a document  or data gathered or authored by another person. The secondary analyst generally has a research goal different from that of the first researcher.

Secondary analysis consists of reanalyzing the data gathered by a previous investigator and may involve different hypotheses, different experimental designs, or different methods of statistical analysis. The subjects are the same, and the data are the same. The differences are purpose of the analyses and alternative methods of analysis.

Factor to consider in secondary analysis is that even though the original data may be excellent and may contain all the information the researcher needs, the task of working with masses of data may still be considerable. 

Advantages of Secondary analysis

1. A saving of   time and money by use of available data rather than collection of new data.

2. Secondary analysis may bring greater expertise to the area of investigation and greater skill in experimental design and statistical analysis..

3. Ease in making comparative analyses.

4. It may provide useful experience for students of research methodology by enabling them to use real data, rather than simulated or inferior data, for the purposes of exercise.

Major disadvantages are:

1. Some of data that the researcher needs may be simply not available.

2. The original data may contain errors that the secondary researcher is not able to detect.

Meta analysis

Meta analysis is the quantitative treatment of review results. It is the ‘analysis of re- analyses’. Meta-analysts carry out statistical analyses of quantitative  summaries  of  individual experiments. In  re-analysis, the data  of  a previously  run experiment are used to verify the results rather than  re-running  the experiment . Re-analysis verifies two issues:

1. Data are analysed by other researches using the same data analysis technique to verify that no errors were made during the data analysis phase.

2. Data are analysed with other analysis techniques  to verify whether similar findings can be obtained using the same data of a previous experiment.

Glass (1976) defined meta analysis formally as the statistical analysis of a large collection of analysis results from individual studies for the purpose of integrating the findings .According to Glass, the meta-analyst

1. Uses objective methods to find studies for a review
2. Describes the features of the studies in quantitative or quasi-quantities terms
3. Expresses treatment effects of all studies on a common scale of effect size
4. Use statistical techniques to relate study features to study outcomes.

Characteristics of Meta analysis 

1. Meta-analysis   covers review results. It encompasses results found in objective searches of a research literature. Glass did not use the term to describe analysis of a planned series of  investigations.

2. A meta-analysis is an application of statistical tools to summary statistics, not raw data. The meta-analyst’s observations are means, standard deviations, and results from statistical tests. A analysis of raw scores is a primary analysis or secondary analysis; it is not a meta analysis.

3. A meta analysis covers a large number of studies.

4. A meta analysis focuses on size of treatment effects, not just statistical significance. 

5. A meta analysis focuses on relations between study features and outcomes.

Advantages of meta analysis
1. Results can be generalized to a larger populations

2. The precision and accuracy of estimates can be improved as more data is used.

3.  Hypothesis testing can be applied on summary estimates

4.  Moderators can be included to explain variation between studies.

5. The presence of publication bias can be investigated.
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2.2.3. Experimental Research
Experimental method is a scientific method. It is oriented to the future in the sense that the researcher is seeking to evaluate something new. It is a process of contribution to the already acquired fund of knowledge. Thus, the experimenter operates under the basic assumption that the research situation he wishes to evaluate has never existed and does not now exist. Situation here means in the sense of a programme, curriculum or method for organizing class, as well as a ‘situation’ created to test.

The purpose of experimentation is to derive relationships among phenomena under controlled conditions or more simply, to identify the conditions underlying the occurrence of a given phenomenon. From an operational point of view, it is a matter of varying the independent variable in order to study the effect of such variation on the dependent variable. Experimental research is the description and analysis of what will be, or what will occur, under carefully controlled conditions.
Experimenters manipulate certain stimuli, treatments, or environmental conditions and observe how the condition or behaviour of the subject is affected or changed. Such manipulations are deliberate and systematic. The researchers must be aware of other factors that could influence the outcome and remove or control them in such a way that it will establish a logical association between manipulated factors and observed factors. 

Experimental research provides a method of hypothesis testing. Hypothesis is the heart of experimental research. After the experimenter defines a problem he has to propose a tentative answer to the problem or hypothesis. Further, he has to test the hypothesis and confirm or disconfirm it. 

The steps of the experimental method

1. Selecting and delimiting the problem
The problems amenable to experimentation generally can, and should, be converted into a hypothesis that can be verified of refuted by the experimental data. The variables to be investigated should be defined in operational terms for example, the scores on a test of acceptable validity.

2. Reviewing the literature.
3. Formulating objectives

4. Stating hypotheses- hypotheses is must for experimental research
5. Preparing the experimental design design
While it should also include a clarification of such basic aspects of the design as the place and the duration of the experiment, this section should place primary emphasis on the questions of control, randomization, and replication. Because of the complexity of an experiment, it is generally advisable to conduct a pilot study in order to ensure the adequacy of the design.

6. Defining the population
 It is necessary to define the population precisely so that there can be no question about the population to which the conclusions are to apply.

7. Carrying out the experiment
 It is necessary here to insist on close adherence to plans, especially as they relate to the factors of control, randomization and replication. The duration of the experiment should be such that the variable under investigation is given sufficient time to promote changes that can be measured and to nullify the influence of such extraneous factors as novelty.
8. Measuring the outcomes
Careful consideration must be given to the selection of the criterion on the basis of which the results are to be measured, for the fate of the experiment depends in no small measure on the fairness of the criterion used.

9. Analyzing and interpreting the outcomes
The investigator is concerned with the operation of the factor under study. He must be especially sensitive to the possibility that the results of his study arose through the operation of uncontrolled extraneous factors. He must further exclude, at a given probability level, the possibility that his experimental findings are simply the results of chance. In no other area of educational research is the need for competence in statistical procedures so clearly indicated as in the analysis of experimental data as the basis of their valid interpretation. Of course, statistics cannot correct fulfills in the design or overcome inadequacies in the basic data. The investigator must recognize that statistical tools do not relieve the scientist of his responsibility for planning the study for controlling extraneous factors and for obtaining valid and precise measurements. It can also be argued that there is limited justification for high-powered statistical refinement in the early exploration of a problem area or in instances where the data involved are essentially crude and imprecise.

10. Drawing up the conclusions
The conclusions of the study must be restricted to the population actually investigated and care must be taken not to over generalize the results. The results also pertain only to the conditions under which they were derived and since control may have distorted the natural situation care must be taken to restrict the conclusions to the conditions actually present in the experiment. The investigator must not forget that his conclusions are based on the concept of probability but especially he must not fail to recognize the limitations underlying his conclusions and/or the special conditions that restrict their applicability.

11. Reporting the result
The study must be reported in sufficient detail so that the reader can make a judgement as to its adequacy.

Uses

1. To determine and evaluate the adequacy and effectiveness of educational aims and objectives through the measurement of outcomes

2. To serve as basis for the formulation, execution and modification of educational policies and programme

3. To find out the effect of any change in the normal educational programme or practices.

4. To compare effect of various methods.

Limitations

1. Need laboratory condition for experimentation.

2. Expensive

3. Influence of extraneous variables up to an extent.

Experimental design

Experimental design is the blueprint of the procedures that enable the researcher to test hypotheses by reaching valid conclusions about relationships between independent and dependent variables (Best, 1982, p.68). 

Thus, it provides the researcher an opportunity for the comparison as required in the hypotheses of the experiment and enables him to make a meaningful interpretation of the results of the study. 

The designs deal with practical problems associated with the experimentation such as: (i) how subjects are to be selected for experimental and control groups, (ii) the ways through which variables are to be manipulated and controlled, (iii) the ways in which extraneous variables are to be controlled, how observations are to be made, and (iv) the type of statistical analysis to be employed. 

Variables are the conditions or characteristics that the experimenter manipulates, controls, or observes. The independent variables are the conditions or characteristics that the experimenter manipulates or controls in his or her attempt to study their relationships to the observed phenomena. 

The dependent variables are the conditions or characteristics that appear or disappear or change as the experimenter introduces, removes or changes the independent variable. 

In educational research teaching method is an example of independent variable and the achievement of the students is an example of dependent variable. There are some confounding variables that might influence the dependent variable. Confounding variables are of two types; intervening and extraneous variables. Intervening variables are those variables that cannot be controlled or measured but may influence the dependent variable. Extraneous variables are not manipulated by the researcher but influence the dependent variable. It is impossible to eliminate all extraneous variables, but sound experimental design enables the researcher to more or less neutralize their influence on dependent variables. 
Functions /purpose
A research design serves two functions

1. It suggest the researcher how to collect data for testing the hypothesis

· Which variable should be treated as control variable

· What method of manipulation will be more adequate in a particular context

· What type of statistical analysis should be done etc.

2. A research design also act as a control mechanism ie, it enables the researcher to control the unwanted variances.

Principles/ Characteristics of Experimental Method/design 
There are four essential characteristics of experimental research:

Control : Variables that are not of direct interest to the researcher, called extraneous variables, need to be controlled. Control refers to removing or minimizing the influence of such variables by several methods such as: 

1. Randomization or random assignment of subjects to groups by lottery method, tossing the coin, or using random table.

2. Matching subjects on extraneous variable(s) 

3. Making groups that are as homogenous as possible on extraneous variable(s) 

4. Application of statistical technique of analysis of covariance (ANCOVA)

5. Balancing: using statistical techniques to  select group, like same mean value and standard deviations of the groups. 

Manipulation : In specific terms manipulation refers to deliberate operation of independent variable on the subjects of experimental group by the researcher to observe its effect. Sex, socio-economic status, intelligence, method of teaching, training or qualification of teacher, and classroom environment are the major independent variables in educational research. 

If the researcher, for example, wants to study the effect of ‘X’ method of teaching on the achievement of students in mathematics, the independent variable here is the method of teaching. The researcher in this experiment needs to manipulate ‘X’ i.e. the method of teaching. In other words, the researcher has to teach the experimental groups using ‘X’ method and see its effect on achievement. 

Observation : In experimental research, the experimenter observes the effect of the manipulation of the independent variable on dependent variable. The dependent variable, for example, may be performance or achievement in a task. 
Replication : Replication refers to the deliberate repetition of an experiment, using a nearly identical procedure with a different  set of subjects, in a different settings and at a different time. Replication permits a person in revalidating a previous study or raises some question about the previous studies. Thus replication provides a accurate estimate of the experimental error that can be used as a basic unit of measurement in evaluating the significance of the observed differences.

Experimental error refers to the errors occurring due to faulty experimental designs, faulty measurement, biased observation, uncontrolled variations among the experimental units and the uncontrolled extraneous variables.
Criteria of research design

There are three criteria
1. Capability to answer research questions adequately

Research should select a design which is appropriate for answering the research question in hand for testing hypothesis.

2. Control of variables

It should control the effects of extraneous variables. It left uncontrolled, such variables are called independent extraneous variable or simply extraneous variables. A design which fails to control the effect of extraneous variables is considered as weak one and the researcher should avoid such design.

Refer notes of controlling the effect of extraneous variables.

3. Genaralizability / external validity

External validity is the extent to which the relationships among the variables can be generalized outside the experimental setting like other population, other variables. This validity is concerned with the generalizability or representativeness of the findings of experiment, i.e. to what population, setting and variables can the results of the experiment be generalized. 

Experimental validity 
To make a significant contribution to the development of knowledge, an experiment must be valid. Campbell and Stanley described two types of experimental validity, internal validity and external validity.
1. Internal validity : 
Internal validity refers to the extent to which the manipulated or independent variables actually have a genuine effect on the observed results or dependent variable and the observed results were not affected by the extraneous variables. This validity is affected by the lack of control of extraneous variables. 

2. External validity : 
External validity is the extent to which the relationships among the variables can be generalized outside the experimental setting like other population, other variables. This validity is concerned with the generalizability or representativeness of the findings of experiment, i.e. to what population, setting and variables can the results of the experiment be generalized. 

Experimental validity can ever be completely achieved. Internal validity is very difficult to achieve in the non laboratory setting of the behavioural experiment in which there are so many extraneous variables to  control. When the experimental controls are  tightened to achieve internal validity, the more artificial, less realistic situation may prevail, reducing the external validity or generalizability of the experiment. Some compromise is inevitable so that a reasonable balance may be established between control and generalisability between internal and external validity.

Threats to internal experimental validity
In educational experiments, a number of extraneous variables influence the results of the experiment in way that are difficult to evaluate. Although these extraneous variables cannot be completely eliminated, many of them can be identified. Campbell and Stanley (1963) have pointed out the following major variables which affect significantly the validity of an experiment: 
1. History 
The variables, other than the independent variables, that may occur between the first and the second measurement (Pre-test and post test) of the subjects beyond the control of researcher may have a stimulating or disturbing effect on the performance of subjects. The effect of a drill, the emotional tirade of a teacher, a pep session, the anxiety produced by a pending examination etc may significantly affect the test performance of a group of students.

Through controlled experimental setup (laboratory experiments) we can control these extraneous variables effectively.

2. Maturation 
The changes(biologically or psychologically) that occur in the subjects over a period of time and changes may be confused with the effects of the independent variables under consideration. 
The threat is best controlled by randomly  assigning subjects to the experimental and control group.

3. Testing 
Pre-testing, at the beginning of an experiment, may produce a change among subjects and may affect their post-test performance. It is common in pre test- post test experiments. To avoid this threat duration between pre test and post test  neither too long and nor short.
4. Measuring Instruments 
Different measuring instruments, scorers, interviewers or the observers used at the pre and post testing  stages; and unreliable measuring instruments or techniques are threats to the validity of an experiment. 
5. Statistical regression 
It refers to the tendency for extreme scores to regress or move towards the common mean on subsequent measures. The subjects who scored high on a pre-test are likely to score relatively low on the retest whereas the subjects who scored low on the pre-test are likely to score high on the retest. This situation is common when the measuring instrument is not reliable one.
6. Experimental mortality 
It refers to the differential loss of subjects from the comparison groups. Such loss of subjects may affect the findings of the study. For example, if some subjects in the experimental group who received the low scores on the pre-test drop out after taking the test, this group may show higher mean on the post-test than the control group. 

A comparison of the pre test scores of those remaining in the study and those who dropped out will help to determine, whether the drop out of subject has resulted any difference significantly or not.

7. Differential selection of subjects 
It refers to difference between/among groups on some important variables related to the dependent variable before application of the experimental treatment.
8. Interaction of selection and maturation

The interaction of selection and maturation may occur whenever the subjects can select which treatment (eg: which instructional method) they will receive. Even though the groups may be equivalent on the pre test and on other cognitive measures, the reasons some people chose one treatment over other  may be related to  the outcome measure (dependent variable). Thus if more motivated students chose method A for learning calculus over method B because method A appears harder and requires greater academic motivation, that differential motivation might be confused for the effects of the experimental variable.
9. Experimenter bias
This type of bias is introduced when the researcher has some previous knowledge about the subjects in an experiment. This knowledge of subject status may cause the researcher to convey some clue that affects the subject’s reaction or may affect the objectivity of his or her judgment.

Here the researcher can minimize this kind of bias, if outside observers rated the subjects without any knowledge of their academic status.
Threats to External Experimental Validity

Laboratory research has the virtue of permitting the experimenter to carefully avoid threats to internal validity. However, the artificial nature of such a setting greatly reduces  the generalizability of the findings from such research. Because such educational researchers are primarily concerned with the practical uses of their findings, they frequently conduct their studies in real classroom situations. Although these real life settings present opportunities for greater generalization, they do not automatically result in externally valid research. Campbell and Stanley also discussed the factors that may lead to reduced generalizability of research to other settings, persons, variables, and measurement instruments. The factors they discussed include the following:
1. Interference of prior treatment

In some types of experiments the effect of one treatment may carry over to subsequent treatments. In an educational experiment learning produced by the first treatment is not completely erased, and its influence may accrue to the advantage, or disadvantage, of the second treatment. This is one of the major limitations of the single group, equated materials experimental design in which the same subjects serve as members of both control and experimental groups. If an equated materials design is necessary, a counterbalanced design will generally control for this threat.

2. The artificiality of the experimental setting
In an effort to control extraneous variables the researcher imposes careful controls that may introduce a sterile or artificial atmosphere not at all like the real situation to which generalization is desired. The reactive effect of the experimental process is a constant threat. Even in a classroom setting, if the study brings increased resources that result in a better student/ teacher ratio than is typical, this threat is present.

3. Interaction effect of testing

Here the pre test may alert the experimental group to some aspect of  the interventions that is not present for the control group. That is, the pre test may interact differently with the experimental intervention than it does with the control conditions. To avoid this requires either no pre test or the Solomon four group design of experimental design.

4. Interaction of selection and treatment

Educational researchers are rarely, if ever, able to randomly select samples from the wide population of interest or randomly assign to groups; consequently, generalization from samples to populations is hazardous. Samples used in most classroom experiments are usually composed of intact groups, not of randomly selected individuals. They are based on an accepted invitation to participate. Some school officials agree to participate , others refuse. One cannot assume that samples taken from cooperating schools are necessarily representative of the target population, which includes schools that would not cooperate. Such schools are usually characterized by faculties that have higher morale, less insecurity, greater willingness to try a new approach, and a greater desire to improve their performance.
5. The extent of treatment verification

Because of the potential threat of experimenter bias, most researchers have research assistants or others who are not directly involved in the formulation of the research hypothesis deliver the treatment. This leads to  a potential threat to external validity. Was the treatment administered as intended and described by the researcher? The researcher must have a verification procedure (eg. Direct observation, video tape etc.) to make sure that the treatment was properly administered.

An understanding of these threats is important so that the researcher can make every effort to remove or minimize their influence. If one were to wait for a research setting free from all threats, no research would ever be carried out. Knowing the limitations and doing the best that he or she can under the circumstances, the researcher may conduct experiments, reach valid conclusions, provide answers to important questions, and solve significant problems.

Types of Experimental design
There are various types of experimental designs. The selection of a particular design depends upon factors like nature and purpose of experiment, the type of variables to be manipulated, the nature of the data, the facilities available for carrying out the experiment and the competence of the experimenter. 

The following categories of experimental research designs are popular in educational research:  

1. Pre-experimental designs – They are least effective and provide little or no control of extraneous variables. 

2. True experimental designs – employ randomization to control the effects of variables such as history, maturation, testing, statistical regression, and mortality. 

3. Quasi-experimental designs – provide less satisfactory degree of control and are used only when randomization is not feasible. 

4. Factorial designs- more than one independent variables can be manipulated simultaneously. Both independent and interaction effects of two or more than two factors can be studied with the help of this factorial design.
Symbols used : 
In discussing experimental designs a few symbols are used (followed Cambell and Stanley’s symbol system. 

R- Random assignment of subjects to groups or treatments

X- Exposure of a group to an experimental (treatment) variable

C- Exposure of a group to the control

O- Observation or test administered

Pre-Experimental design 

They are least effective and provide little or no control of extraneous variables or no way of equating the groups that are used. There are three research designs under pre-experimental design.

1. The one shot case study

2. The one group, pre test- post test design

3. The static group comparison design

These designs are called pre-experimental designs because they incorporate the least basic elements of an experimental design. Because these designs are inadequate in themselves, they are also sometimes referred to as non-designs.

1. One Shot Case Study
The one shot case study may be diagrammed as indicated below,
X 
O
In one shot case study the treatment X is given to a single group and subsequently an observation O is made to assess the effects of treatment upon group.

Limitations

1. It does not provide a control of extraneous variables, ie. Lack of internal validity.
2. This design provides the weakest basis for generalization, ie. Poor external validity.

3. It does not give any information regarding the members who are given the treatment.

For ex: Suppose a teacher introduces the practice of giving monetary reward (X) to students who regularly attend their classes and have a higher academic achievement (O). On this basis teacher concludes that with the practice of giving monetary reward, reduced the absenteeism and increased academic achievement. This conclusion is however doubtful because the teacher does not know whether or not factors other than monetary reward have contributed to the observed change in behavior and whether there was a real change in the observed behavior relative to their past behavior. 
2. The One Group, Pre Test Post Test Design
This design is an improvement over the one shot case study, because the effects of treatment(X) are judged by making comparison between pretest and post test score. No control group is used in this design. This design can be represented as,

O1
X
O2

O1= pre test

O2= post test

For Ex: The experimenter, in order to evaluate the effectiveness of computer-based instruction (CBI) in teaching of science to grade V students, administers an achievement test (pre test) to the whole class (O1) before teaching through CBI. The test is administered over the same class again to measure O2 (post test) after teaching through CBI . The means of O1 and O2 are compared and the difference if any is credited to the effect of X(treatment), i.e. teaching through CBI.

But in reality the improvement may be due to effect of extraneous variables which will endanger the internal validity.

Advantages

1. The effects of treatment (X) can be judge by making comparison between pretest and post test scores.
Limitations

1. No comparison with a control group is provided. 
2. The design also lacks scope of controlling extraneous variables like history, testing maturation, instrumentation and statistical regression etc. 
3. We cannot generalize the result, ie. External validity is poor for this design.
3. The Static- Group Comparison Design
This design provides some improvement over the previous by adding a control group which is not exposed to the experimental treatment. The experimenter may take two sections of grade-V of one school or grade-V of one school or grade-V students of two different schools (intact classes) as experimental and control groups respectively and assume the two groups to be equivalent. No pre-test is taken to ascertain it. 

X
O1
C
O2
In this  design control group is used as a source of comparison for the experimental group. This design compares the post-test scores of experimental group and control group.

Limitations 

1. Subjects of control and experimental group are neither selected at random nor are they assigned randomly to the group. 
2. Since there is no assignment, two groups are not equivalent.
True experimental designs

True experimental designs are used in educational research because they ascertain equivalence of experimental and control groups by random assignment of subjects to these groups, and thus, control the effects of extraneous variables like history, maturation, testing, measuring instruments, statistical regression and mortality. This design, in contrast to pre-experimental design, is a better and used in educational research wherever possible. It is the strongest type of research. And it is difficult to arrange a true experimental design, particularly in school classroom research.

There are three true experimental designs. They are:

1. The post-test only, Equivalent groups design
2. The pre-test post-test, Equivalent groups design
3. The Solomon-four group design

1. The post-test only, Equivalent groups design
This is one of the most effective designs in minimizing the threats to experimental validity. In this design subjects are assigned to experimental and control groups by random assignment (R) which controls all possible extraneous variables, e.g. testing, statistical regression, mortality etc. At the end of experiment the difference between the mean post-test scores of the experimental and control group are put to statistical test –‘t’ test or analysis of variance (ANOVA). If the differences between the means are found significant, it can be attributed to the effect of treatment (X), the independent variable.

R
X
O1

R
C
O2
The assumption is that the means of randomly assigned experimental and control groups from the same population may differ as a result of sampling error. If the difference between the means is too great, may be due to the sampling error. The difference in the mean scores may be credited to the treatment variable effect but actually it is due to the sampling error.

Ex: Suppose a researcher randomly select 100 students out of a total of 1000 students, using a table of random numbers. These selected 100 students are then randomly assigned to two groups. The researcher is interested in the evaluation of the effect of  reward over retention  of a verbal task. One group is given reward(X) while learning a task and another group receives no such rewards while learning a task. Subsequently, both groups are given the test of retention. A simple test of ANOVA would help the researcher in making a decision on whether to accept or reject the hypothesis.

Advantages

1. Random assignment of subjects to groups, which assures the equivalence of the groups prior to experiment. 
2. This design is useful in the experimental studies at the pre-primary or primary stage and the situations in which a pre-test is not appropriate or not available.
3. If necessary, this design can be extended to include more than two groups.
Limitations

1. Impossibility of generalizing or lack of external validity because the normal classrooms are not a controlled one. Here the researcher uses controlled groups.
2. There are some situations in which it is not possible for the experimenter to select subjects at random from the population of interest. 
3. There is also interaction of selection of subjects and experimental treatment. The cultural background, or some other characteristics of the subjects who are selected to participate in an experiment, may make the experimental treatment more effective for them than it would be for the subjects elsewhere.

2. The pre-test post-test, Equivalent groups design
This design is similar to, the post test only equivalent groups design, except that pre- tests are administered before the application of the experimental and control treatments and post-tests at the end of the  treatment period. This can represented as:

R
O1
X
O2

R
O3
C
O4




  O1 and O3 are pre-tests

  O2 and O4 are post- tests

Gain scores of X= O2- O1

Gain scores of C= O4- O3   

It is clear from the diagram that the design has two groups, one group receives the treatment (X) and another group receives no such treatment. By the use of control group this design control some sources of internal validity like history, maturation and statistical regression.

As subjects are randomly assigned to the control and experimental group the variables like the selection and experimental mortality, posing threats to internal validity are also controlled.

 Both groups are given a pre-test and post-test. Gain scores may be compared and subjected to the test of significance of difference between means. Pre-test scores can also be used in analysis of Covariance statistically to control for any difference between the groups at the beginning of the study.

Advantages 

1. The main advantage of this design lies in the random assignment of subjects at the initial stage, which assures equivalence between groups prior to experimentation.

2. The experimenter’s control over pre-test provides an additional check on the equivality of the two groups on dependent variable. 

3. This design with randomization, seeks to control most of the extraneous variables, like the main effects of history, maturation, pre-testing, differential selection of subjects, statistical regression and mortality, that pose a threat to external validity. 

Limitations

1. The design does not guarantee external validity of the experiment as the pretest may  increase the subjects’ sensitivity to the manipulation of X (experimental treatment). 

2. There is also interaction of selection  of subjects and experimental treatment. The cultural background, or some other characteristics of the subjects who are selected to participate in an experiment, may make the experimental treatment more effective for them than it would be for the subjects elsewhere.
3. Impossibility of generalizing beyond specific conditions because the normal classrooms are not a controlled one. Here the researcher uses controlled groups.
4. There are some situations in which it is not possible for the experimenter to select subjects at random from the population of interest. 
3. The Solomon Four-Group Design
This design is a combination of post-test only and the pre-test- post-test design, and represent the first direct attempt to control the threats of the external validity. This design is represented by,
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In this design:
1. Subjects are randomly assigned to four groups

2. Two groups receive the experimental treatment (X)

3. One experimental group receives a pre-test (O1)

4. Two groups (control) do not receive treatment (C).

5. One control group receives a pre-test (O3).

6. All four groups receive post-tests (O2, O4, O5, O6)

In this design ANOVA is used to compare the four post-test scores, ANCOVA to compare gains in O2 and O4.

Advantages

1. It provides control over any possible contemporary effects that may occur between pre-testing and post-testing.

2. In involves conducting the experiment twice, once with pre-test and once without pre-test. If the results of these two experiments are in agreement, the experimenter can have much confidence in his findings.

3. The main advantage of this design lies in the random assignment of subjects at the initial stage, which assures equivalence among groups prior to experimentation.

4. This design with randomization, seeks to control most of the extraneous variables, like the main effects of history, maturation, pre-testing, differential selection of subjects, statistical regression and mortality, that pose a threat to external validity. 
Limitations

1. Difficult to carryout in practical situations.

2. No single elementary statistical procedure.

Quasi-Experimental Design

Researchers commonly try to establish equivalence between the experimental and control groups, the extent they are successful in doing so; to this extent the design is valid. Sometimes it is extremely difficult or impossible to equate groups by random selection or random assignment, or by matching like true experimental design. In such situations, the researcher uses quasi-experimental design. Thus, a quasi- experiment is basically an attempt to stimulate the true experiment, and therefore, has also been called a compromise design. 

Quasi-experimental designs are somewhere in between the pre-experimental design and true-experimental design. Of many quasi-experimental designs by Campbell and Stanley only five are described.

1. The pre-test post-test Non equivalent group design
This design is often used in classroom experiments when experimental and control groups are such naturally assembled groups as intact classes which may be similar. This design is diagrammed as,

O1
X
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C
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The above design is similar to the pre-test post-test equivalent group design except that it does not bear the subscript R.

As there is no random assignment of subjects to experimental and control group, their equivalence is not gained. This will create difficulty in controlling variables like selection, which can be overcome by comparing the intact groups on pre-test, ie, O1 and O3.  The difference between the mean of O1 and O2 scores and difference between the mean of the O3 and O4 scores are tested for statistical significance. ANCOVA can also be used. Because this design may be the only feasible one. The comparison is justifiable, but the results should be interpreted carefully.

Ex: Two eighth standard classes in a school were selected for an experiment. One group has taught by the initial teaching alphabet (ITA) approach to reading, and other was taught by the traditional alphabet approach. Prior to the introduction of two reading methods and after the treatments, both groups are administered a standardized reading test, and the mean score of the two groups are compared. The ITA group showed a significant superiority in test scores over the conventional alphabet group. 

However, without some evidence of the  equivalence of the groups in intelligence, maturity, readiness and other factors at the beginning of the experimental period, conclusions should be carefully interpreted.

Advantages

1. The reactive effects of experimentation are more easily controlled in this design. When the pre-assembled groups are used, subjects are less aware of the  fact that they are subjected to the experimental treatment than when the subjects are drawn from class through randomization and  put into experimental sessions.

2. The experiments using this design are conveniently conducted in the  school situations.

Limitations

1. Interaction effect: The selection of subjects for the experimental and control groups may result in interaction effect between selection and  certain extraneous variables , like selection and maturation, selection and history, etc.

2. The design does not guarantee external validity of the experiment as the pretest may  increase the subjects’ sensitivity to the manipulation of X (experimental treatment). 

3. Chance for statistical regression, may lead to lack of internal validity.

2. The Time Series Design
At periodic intervals, observation/ measurements are applied to individuals or a group. An experimental variable (X) is introduced, and its effect may be judged by the change or gain from the measurement immediately before to the one immediately after its introduction. This is represented by,
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In this diagram there is only one X and several Os. Each O represent one measurement while the single X represent an intervention of several week. In the time series design, a measured change or gain from observation 4 to observation 5 would indicate that the treatment had an effect.

Advantages

1. It is useful in the school settings to study the effects of a  major change in administrative policy upon various issues concerning discipline.

2. It is useful in the study of attitude change in the students as a result of the effect produced by the introduction of treatment.

3. The multi-testing of students in this design provides a check on some sources of internal validity, ie. the extraneous variables like maturation, testing, selection and experimental mortality are well controlled.

Limitations

1. It fails to control the effects due to history. For ex: The factors such as climatic changes, examinations may contribute to the observed change in the dependent variable.
2. Due to repeated test, there may be a kind of interaction effect of testing that would restrict the findings to those populations which have been subjected to repeated testing.

3. The usual statistical tests of significance may not be appropriate for a time design.

3. Equivalent Time –Sample Design

In this design one group use as the experimental and control group. The experimental condition (X1) is presented between some observation and C between others. This may be diagrammed as below,
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It is clear from the above diagram in the equivalent time sample design, the treatment (X1), instead of being given for a single time, is introduced and reintroduced with some other experiences (C).

Ex: Suppose the researcher wants to study the effect of showing a 25 minute nationalization film on the attitude towards nationalization for a group of grade IX students. The researcher shows the film to a group of students (X1). After that, he administers the measures of attitude change towards nationalization (O1). After a few days, the experimenter briefly discusses the general usefulness of nationalization with them in their class (C). Again their attitude can be made (O2). After a few days the group witness the same film (X1) and the measure of attitude obtained (O3). This process of reintroduction of topic will continue. The statistical comparison of O1 and O3 with O2 and O4 help the researcher to compare two experiences. Time effects are easily determined by comparing O1 and O2 to O3 and O4.

Advantages

1. It minimizes the effect of history.
Limitations

1. It may increase the influence of maturation, unstable instrumentation, testing and experimental mortality.
4. The Equivalent Materials, Pre-test, Post-test Design

In this design same group or class is taken for both experimental and control group. It may involve two or more cycles. It is useful in classroom condition.

O1
XMA
O2
O3
XMB
O4
 XMA
 = teaching method A

XMB
= teaching method B

O1  and  O3 are pre-tests

   O2  and  O4 are post-tests
The class may be used as a control group in the first cycle and as an experimental group in the second. The order of exposure to experimental and control can be reversed- experimental first and control following.

Essential to this design is the  selection of learning materials that are different but as nearly equal as possible in interest to the students and in difficulty of comprehension.

Ex: Suppose the experimenter wants to know the effect of background music while doing their homework would learn to spell more efficiently in classroom  if music were provided. To equate the words to be learned, the researcher randomly selected two  sets of 100 words from an appropriate graded word list.

For cycle I, the control cycle, she presented the class on  word list A. Then for 20 minutes each day the students studied the words, using drill and the usual spelling rules. At the end of two weeks she retested the class and computed the mean gain score in correct spelling.

For cycle II, the experimental cycle, she pre-tested the class on word list B. then for 20 minutes each day, with soft continuous music in the background ( the experimental condition), the student studied their word list, using the same drill and spelling rules. At the end of the two weeks she retested the class and computed the mean gain score in correct spelling.

If the mean gain score of the experimental cycle was significantly greater than the mean gain score of the control cycle, then we can conclude that the treatment was effective.

Limitations

1. It is often difficult to select the equated materials to be learned.

2. As students enter the second cycle, they are older and more mature.

3. Outside events (history) more likely to affect the experience  in one cycle than in the other.

4. There would be an influence of prior treatment carrying over from one cycle to the second.

5. the effects of teaching would be  more likely to  have a greater impact on the measurement  of gain in the second cycle.

6. Mortality, or loss of subject from the experiment, would be more likely in an experimental design spread over a long period of time.

5. Counter Balanced Design
In this design, the experimental control is achieved by randomly applying experimental treatments. The subjects are placed into four groups, each group receives all four treatments, but in different order. This design is also known as cross over design/ switch over design. This may be diagrammed as:

Replication

O1   X1

O2   X2

O3   X3

O4   X4

O5
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  B

  C

  D

2


Group B
  D

  A

  C

3


Group C
  A

  D

  B

4


Group D
  C

  B

  A

In the first sequence following a pre-test (O1), group A receives treatment 1, group B receives treatment 2, group C receives treatment 3, and group D receives treatment 4. After a second test (O2) each group then receive a second treatment, and so on. Thus each group receives all treatment.
Advantages

1. Variables like history maturation, testing, instrumentation, selection, regression and experimental mortality (posing threat to internal validity are well controlled by the counterbalance design).

2. When intact groups are used, rotation of groups provides an opportunity to eliminate any differences that might exist between the groups.

3. No impact of pre-existing differences.

Limitations

1. Carry over effect of groups from one treatment to the next.

2. It is not always possible to have equivalent learning material when the experimenter wants to use in the various replications.

3. there is a possibility of boring students with repeated testing.

4. An order effect could wipe out any potential differences among the treatment.
Factorial Design

When more than one independent variable is included in a study, whether a true experiment or a quasi-experiment, a factorial design is necessary. Because most of the real- world outcomes are the results of  a number of factors  acting in combination of the interaction of a number of variable relationship.

For Ex: By using factorial design, researcher can determine, if the treatment interacts significantly with sex or age.

A factorial design may be defined as a design may be defined as a design in which selected values of  two or more independent variables are manipulated in all possible combinations, so that their independent as well as interactive effects upon the dependent variable may be studied.

Three main characteristics

1. Two or more independent variables are manipulated in all possible combination.
2. For a design to be factorial, different sub- groups or subjects must serve under every possible combination of the independent variable.
3. The factorial design enables the experimenter to study the independent effect as well as the interactive effect of two or more independent variable.

Thus from the characteristics of factorial design, we can conclude the above give example as: The experimenter can determine if one treatment is more effective with boys and another with girls, or if older girls do better as the treatment than younger girls, whereas older and younger girls do well equally on the treatment.

The simplest case of a factorial design would be to have two independent variables with two conditions each, known as 2x2 factorial design. This design would be used, if a researcher decided to compare a new (experimental).

For Ex: If the researcher decided to compare a method of teaching-reading to reading-disabled children with a commonly used method, and also wanted to determine, if boys and girls would do differently on the two methods. The researcher found that boys do best in the experimental conditions and girls do best in the control conditions. If this were the case, the subject in cell 2 would have a higher average score than those in cell 1 and the subjects in cell 3 outperform those in cell 4.

Advantages

1. A factorial design enables the experimenter to evaluate or manipulate two or more variables in order to study the effect of number of independent factor as well as the effect due to interactions with one another.

2. Factorial designs vary according to the degree of complexity depending upon the nature and purpose of the experiment.

Limitations

1. A factorial design may include any number of independent variables with any number of levels of each when the experimenter manipulates or control too many factors simultaneously, the experiment and statistical method of teaching with a commonly used (control) method, and also wanted to determine which whether two groups would do differently on two methods. this design can be represented as,

	
	    Treatment

Experimental                  Control

	Females


	Cell 1
	Cell 2

	Males


	Cell 3
	Cell 4


With this design we have four cells, each of which represents a sub group ( for ex: experimental females, control males, and so forth). This design will permit the researcher to determine if there is a significant overall effect, known as main effect; for treatment. it also permits the determination whether these two variables interact significantly, that boys do better in the experimental condition and girls do best in the control condition.

**********
According to the Nature of Data, research methods are classified into  Qualitative and Quantitative researches. 
2.3.1. Qualitative Research

1. Historical research-refer

2. Ethnographic research

3. Case study

4. Document or content analysis

2. Ethnographic research

Ethnography stems from the Greek “ethnos” means people, tribes, or nations and ‘graphy’ means writing. Ethnographic research is the writing about the people in their natural or social setting. Ethnography has traditionally been the study of other cultures. It is based on the belief that each culture has its unique world-view and ways of assuming meaning to human behavior.
Johnson defines ethnography as "a descriptive account of social life and culture in a particular social system based on detailed observations of what people actually do." 
Ethnography is the process of construction of a theory of the working of a particular culture through direct personal observation of social behavior.
Characteristics of Ethnographic Research: 
According to Hammersley and Sanders, ethnography is characterized by the following features : 
1. People's behaviour is studied in everyday contexts.
2. It is conducted in a natural setting. 
3. Its goal is more likely to be exploratory rather than evaluative.
4. It is aimed at discovering the local person‘s or ―native‘s‖ point of view, wherein, the native may be a consumer or an end-user.
5. Data are gathered from a wide range of sources, but observation and/or relatively informal conversations are usually the principal ones.
6.  The approach to data collection is unstructured 
7. The focus is usually a single setting or group of a relatively small size. 
8. The analysis of the data involves interpretation of the meanings and functions of human actions and mainly takes the form of verbal descriptions and explanations. 
9.  It is cyclic in nature concerning data collection and analysis. 
10. It is open to change and refinement throughout the process as new learning shapes future observations. As one type of data provides new information, this information may stimulate the researcher to look at another type of data or to elicit confirmation of an interpretation from another person who is part of the culture being studied. 
Techniques Used in Conducting Ethnography 
These include the following : 

1. Listening to conversations and interviewing. The researcher needs to make notes or audio-record these. 

2. Observing behaviour and its traces, making notes and mapping patterns of behaviour, sketching of relationship between people, taking photographs, video-recordings of daily life and activities and using digital technology and web cameras. 

Steps in Conducting Ethnography 
According to Spradley, following are the steps in conducting an ethnographic study : 

1. Selecting an ethnographic project. 

2. Asking ethnographic questions /hypothesis
3. collecting ethnographic data. 

4. Making an ethnographic record. 

5. Analysing ethnographic data and conducting more research as required. 

6. Outlining and writing an ethnography. 

Advantages of Ethnography 
1. It provides the researcher with a much more comprehensive perspective than other forms of research 

2. It is also appropriate to behaviours that are best understood by observing them within their natural environment (dynamics) 

Disadvantages of Ethnography 
1. It is highly dependent on the researcher‘s observations and interpretations 

2. There is no way to check the validity of the researcher‘s conclusion, since numerical data is rarely provided 

3. Observer bias is almost impossible to eliminate 

4. Generalizations are almost non-existent since only a single situation is observed, leaving ambiguity in the study. 

5. It is very time consuming. 

3. case study

The case study is a qualitative methodology that attempts to study single subject closely and provide a rich description. The typical case study is an intensive investigation of one individual. However, case studies are sometimes concerned with single small units such as family, a club, a school, or a teenage gang. In case study investigator attempts to examine an individual or unit in depth. The investigator gathers data about the subject’s present state, past experiences, environment and how these factors relate to one another. In education, this is one of the most widely used qualitative approaches of research.
Uses

1. The study method has come to be as recognized as a  useful mode of investigation  into a causal relationships of complex educational phenomena.
2. It has been frequently employed in education in studying problem cases and maladjusted pupils. It is obviously an important source of educational ideas.

3. It is also employed in studying the general characteristics of phenomena of any given class, for example, case studies are truants in a backward area, the learning difficulties of pupils in mathematics, the teaching difficulties of beginning teachers.

Characteristics of a Case Study
 Following are the characteristics of a case study: 

1. Its distinguishing feature is that each respondent (individual, class, institution or cultural group) is treated as a unit. 

2. It emphasises the study of interrelationship between different attributes of a unit. 

3. It gets at behaviour directly and not by an indirect or abstract approach. 

4. The focus of a study could be a specific topic, theme, proposition or a working hypothesis. 

5. It focuses on the natural history of the unit under study and its interaction with the social world around it. 

6. case study is intensive and in-depth study

7. No generalization is made to a population beyond cases similar to those studied. 

Types of Case Study Designs 
Yin (1994) and Winston (1997) have identified several types of case study designs. These are as follows: 

1. Exploratory Case Study Design: The purpose of the exploratory study is to elaborate a concept, build up a model or advocate propositions. 

2.  Explanatory Case Study Design: These are useful when providing explanation to phenomena under consideration. 

3. Descriptive Case Study Design: In this type of case study, the researcher attempts to portray a phenomenon and conceptualize it, including statements that recreate a situation and context as much as possible. 

4. Evaluative Case Study Design: This may include a deep account of the phenomenon being evaluated and identification of most important and relevant constructs, themes and patterns. Evaluative case studies can be conducted on educational programmes funded by the Government such as ―Sarva Shiksha Abhiyan‖ or Orientation Programmes and Refresher Courses conducted by Academic Staff Colleges for college teachers or other such programmes organised by the State and Local Governments for secondary and primary school teachers. 

Steps of Conducting a Case Study
 Following are the steps of a case study: 

1. Identifying a current topic which is of interest to the researcher. 

2. Determining the status of the phenomenon: Either by the observation or measurement, the status of the phenomenon under investigation must be determined.

3. Formulating hypotheses. 

4. Determining the unit of sampling and the number of units. Select the cases.
In a case study design, purposeful sampling is done which has been defined by Patton as ―selecting information-rich cases for study in-depth.‖ a case study research, purposeful sampling is preferred over probability sampling as they enhance the usefulness of the information acquired from small samples.  

5. Data collection: It could include interviews, observations, documentation, student records and school databases. Collect data in the field. 

6. Tentative diagonosis or validating: The investigator evaluates the data  collected, compares data with past experiences and norms and takes a decision on the problems related to subjects.

7. Instituting remedy:  Provide suggestions for improvement.
8. Report writing: The minute aspects related to the subject should be provided.
Advantages of Case Study Method 

1. It involves detailed, holistic investigation of all aspects of the unit under study. 

2. Case studies data are strong in reality. 

3. It can utilise a wide range of measurement tools and techniques. 

4. Data can be collected over a period of time and is contextual. 

5. It enables the researcher to assess and document not just the empirical data but also how the subject or institution under study interacts with the larger social system. 

6. Case study reports are often written in non-technical language and are therefore easily understood by laypersons. 

7. They help in interpreting similar other cases. 

Disadvantages of Case Study Method 
1. The small sample size prevents the researcher from generalising to larger populations. 

2. The case study method has been criticised for use of a small number of cases can offer no grounds for establishing reliability or generality of findings. 

3. The intense exposure to study of the case biases the findings. 

4. It has also been criticised as being useful only as an exploratory tool. 

5. They are often not easy to cross-check. 

4. Document or content analysis

Documentary / document / content Analysis is closely related to historical research since in such research we study the existing documents. Document analysis today is a widely used research tool aimed at determining the presence of certain words or concepts within texts or sets of texts. 
It is a technique for making inferences by objectively and systematically identifying specified characteristics of messages. The technique of document analysis is not restricted to the domain of textual analysis, but may be applied to other areas such as coding student drawings or coding of actions observed in videotaped studies, analyzing past documents such as memos, minutes of the meetings, legal and policy statements and so on. 
In order to allow for replication, however, the technique can only be applied to data that are durable in nature. Texts in document analysis can be defined broadly as books, book chapters, essays, interviews, discussions, newspaper headlines and articles, historical documents, speeches, conversations, advertising, theater, informal conversation, or really any occurrence of communicative language. Texts in a single study may also represent a variety of different types of occurrences.
Document analysis enables researchers to sift through large amount of data with comparative ease in a systematic fashion. Document analysis is the systematic exploration of written documents or other artefacts such as films, videos and photographs. 

Documents are an essential element of day-to-day work in education. They include: 

Student essays 

Exam papers 

Minutes of meetings 

Module outlines 

Policy documents  etc.
In some pedagogic research, analysis of relevant documents will inform the investigation. For example, policy documents in an institution may be analysed and interviews with staff or students and observation of classes may suggest whether or not new policies are being implemented. A set of data from documents, interviews and observations could contribute to a case study of a particular aspect of pedagogy. 

Steps in document analysis

1. Selecting a particular content
2. Critical Analysis of Sources of Data
A critical analysis of each document requires satisfactory answers to the following questions.
1. Where was it produced?

2. When was it written?

3. Is it a valid document?

4. Who was the author?

5. Can the document be accepted as true?

The following questions should be considered in determining the meaning, honesty and accuracy of the author.

3. Critical Analysis of the Documents
If the researcher is satisfied, after critical analysis, with the sources of the documents he is studying, the next step is to seek out the facts and conceptions that are pertinent to his topic for research. Then determine what relationships exists among the various facts, make comparisons with facts presented by various authors, and attempts to establish truths.
When independent statements of facts disagree, it is necessary to resolve the inconsistencies. In this respect a researcher should use other means than that of accepting only the views or statements of a majority of writers.

Advantages of document analysis 

1. Documents are unobtrusive and can be used without imposing on participants.

2. They can be checked and re-checked for reliability. 
3. Relatively low cost.
4. Easy to conduct.
Disadvantages of document analysis
1. A major problem is that documents may not have been written for the same purposes as the research and therefore conclusions will not usually be possible from document analysis alone.

2. Researcher should has expert knowledge

3. Incompleteness of documents
4. Lack of availability of  library resources

5. Chances of personal bias

2.3.2. Quantitative Research

1. Experimental research- refer

2. Survey research- refer
3. Correlational-refer

4. causal-comparative-refer
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